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Abstract

Based on a 6-DOF flight simulator driven by electricity, the experiments show that certain parameters of the AC servo driver have a great impact on the stability of the platform. The study of the optimization for controlling parameters of the AC servo drivers is carried out by the continuous change to the controlling parameters, aiming to improve the performances of the platform in stabilization and frequency response by Particle Swarm Optimization. The result shows that the Particle Swarm optimization algorithm is fitted for the system of the controlling parameter optimization.
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1. Introduction

The flight simulator provides realistic flight environment for pilot training by simulating the space 6-DOF motion. Compared with the traditional training, it can save training expenses, and also fully guarantee the safety of pilots. Therefore, the flight simulator is used to train pilots more and more. Electric 6-DOF platform is an important component of the flight simulator. The transient overload feel and the dynamic information of attitude angle changes within a certain range are given by the platform. So the stability and frequency response have some strict requirement [1].

The motivation of the platform is provided by the servo motor. The control performance of the AC servo driver which is the kernel control part of the motor system directly affects the performance of the entire platform system. However, there is always a contradiction between the speed of response and stability of the system. So the...
appropriate controlling parameters are selected to make a compromise between the speed of response and stability. In this paper, the controlling parameter optimization based on Particle Swarm Optimization effectively solves the contradiction between the speed of response and stability of the system.

2. Structure of the Platform and the Control Theory Analysis

The research object of this paper is based on the structure of Stewart platform that simulates the space 6-DOF motion. The platform consists of six electric cylinders, the upper platform (motion platform), the lower platform (fixed platform) and cross hinge (connecting the upper and lower platforms with the electric cylinders). It is shown in figure 1. The upper and lower platforms are connected in parallel with electric servo cylinders by the cross hinges so that the six electric servo cylinders can flex independently [2]. Through the coordinate flexing of cylinders, the spatial position and attitude on the six freedom can be achieved. The electric cylinder is driven by the AC servo motor which has a working stroke of 860mm, output force 28KN and achieves the maximum speed of 600mm/s. Each set of the cylinder is driven by a AC servo motor and a corresponding driver. The motor that is the brushless servo motor of Fissler ultract III series has a rated power of 6.7kW. And the driver is LENZE 9400H series.

The motion control of the platform is based on position control. The communication of the input control instruction between host computer and the servo drivers is achieved by the CAN bus. According to the servo driver control instruction and the feedback signal of servo motor encoder, the closed loop control is realized by the internal adjustment of the driver. The optimization research of the control system is carried out based on the sinusoidal signal input. The control effect is evaluated through the feedback state information of the control system which is sent by the CAN bus communication. The corresponding control parameters of the driver gotten by the optimization algorithm can be set through RS232 serial port. The control system schematic is illustrated in figure 2.

3. Analysis for the Optimization Model of Control System Parameters

3.1 The selection of optimization parameters

In theory considering the approximate linear relationship between the acceleration of the platform and the current of the servo driver, therefore the drive current directly affects the frequency response and stability of the electric cylinder. So in this paper, the drive current of the servo motor is selected as the research object. The response and motion stability of each cylinder are made to be comprehensive optimal by improving the control quality of the drive current. Accordingly, the control effect of the whole platform is also overall optimal.

A great deal of experiments show that there are four control parameters in each control loop which have significant influence on the performance of the servo motor for the position control. The parameters are speed loop gain,
integral time constant of speed loop, current loop gain and integral time constant of current loop. The four main control parameters above are selected as independent variables for optimization. With the typical sinusoidal signal input and constraint conditions of the requirements for dynamic characteristic, the disturbance value of drive current is made to be minimum through the optimization algorithm so that the motion platform can get the best performance.

3.2 Optimization mathematical model

(1) The design variables

The design variables of the control system are \( X \) which is the parameter for position control: \( X = [x_1, x_2, x_3, x_4] \)

- \( x_1 \): Speed loop gain.
- \( x_2 \): The integral time constant of speed loop.
- \( x_3 \): Current loop gain.
- \( x_4 \): The integral time constant of current loop.

(2) Objective function

The drive current of servo motor is selected as the research object through the analysis above. So the objective function of the system parameter optimization is as follows.

\[
\min[f(x)] = \lambda_1 \cdot g_1(x) + \lambda_2 \cdot g_2(x) \tag{1}
\]

\[
g_1(x) = \Delta I \tag{2}
\]

\[
g_2(x) = \Delta I_{d-A} \tag{3}
\]

\( g_1(x) \) is the reverse performance indicator of the electric cylinder which is decided by the mutation of the reverse current. The smaller \( \Delta I \) is the more stable the reverse current is. Then the better the performance of the reversing is. \( g_2(x) \) is the motion performance indicator which is decided by the peak-to-peak value of the current disturbance in the process of movement. The smaller \( \Delta I_{d-A} \) is, the more stable the movement of electric cylinder is. \( \lambda_1 \) and \( \lambda_2 \) is the weigh coefficients which are set to 0.5 based on the actual design requirements.

(3) Constraint conditions

According to the requirements of the drive performance, the range of control parameters has been limited by manufacturer. But the range is so large that these parameters don’t have any practical significance. Therefore, base on the reference for the range provided by manufacturer and a great deal of earlier period experiments, the control parameters are limited in a certain smaller range by factitiously removing the useless data. The constraint conditions of design variables are as follows.

- Speed loop gain: \( 0.04 \leq x_1 \leq 0.1 \)
- The integral time constant of speed loop: \( 300 \leq x_2 \leq 1000 \)
- Current loop gain: \( 1 \leq x_3 \leq 50 \)
- The integral time constant of current loop: \( 2 \leq x_4 \leq 500 \)

In the engineering, the sinusoidal signal of 0.5Hz is often selected as the typical evaluation frequency of stability. And with this signal input, the requirements based on GB-2021-94 for the closed loop response of 6-DOF flight simulator are as follows.

- Phase lag: \( \Delta \varphi \leq 15^\circ \)
- Amplitude attenuation: \( \Delta A \leq 1.0 dB \)

3.3 The selection of optimization method

The optimal control parameter design of Motor Servo System is a specific engineering project. The optimized mathematical model, the restrain and objective function have been discussed before. Based on amounts of GA experiments and PSO simulation, three or more improvements are needed to solve the single-objective-function with multivariate, multiple peak value and multi-constraint.

(1) Avoid prematurity: For GA, because of the variance of individual distribution, population size etc, there will be local convergence problem. The PSO we used in the paper integrates based on the roulette wheel selection operator, make the population memoryless at initial phase to avoid local optimal solution. The prematurity problem is avoided excellently [3].

(2) Rate of convergence: PSO has perfect
memorability on global optimal solution. Each generation of particles through self-learning and social-learning, utilize the invariance of themselves at the same time, particles move to global optimal solution more quickly. So the rate of convergence of PSO is faster than GA's.

(3) Optimal solution available: Upon the acquisition of solution, GA gets into prematurity easily, and the solution is quasi-optimal, not the best. Where as the PSO can make global optimal solution available.

For the three aspects, PSO is selected to optimize the parameter of driver and search the optimal solution.

4. The Realization for Parameters Optimization of PSO Algorithm

The model of parameters optimization has been described above. Next, based on the theory of standard particle Swarm Optimization, several improvements are proposed in this application

4.1 Standard particle swarm optimization

The iterative formula of standard PSO is as follows.

\[ V_i(t+1) = \omega V_i(t) + C_1 r_1 (P_i(t) - X_i(t)) + C_2 r_2 (P_{gb}(t) - X_i(t)) \] (4)

\[ X_i(t+1) = X_i(t) + V_i(t+1) \] (5)

\( P_i(t) \) is the individual extremum, and \( P_{gb}(t) \) is the global extremum. Both \( C_1 \) and \( C_2 \) are constants which respectively represent the degree of influence by social cognitive knowledge and the particle individual cognition (also known as the learning rate). \( C_1 \) and \( C_2 \) are usually set to the same value which weight equally. \( r_1 \) and \( r_2 \) are the random numbers on the interval of \((0,1)\). As the inertial factor, \( \omega \) can dynamically adjust the iterative velocity of the particles over time so that the particles can gradually move to the local search.

The standard process of particle swarm algorithm is as follows:

(1) Initialization. Setting the acceleration constants \( c_1 \) and \( c_2 \), the biggest evolution generations \( M \) and the size of the population, randomly generating initial particles and the particles' velocity in domain, which constitute the matrix of velocity [4].

(2) The individual evaluation (the fitness function); It is used to evaluate the merits of the particles.

(3) For each particle, compare the current fitness value with the current best, if it is better than the latter, use the current fitness value as the current best, otherwise unchanged; For the best fitness value in the population, compare the current best fitness value and the ever best fitness value in the population, so as to get the current extremum of population [5].

(4) Using the formula (4) and (5), respectively update the speed and position of each particle.

(5) If the result meets the termination condition, the program terminates, otherwise turn to (2).

The standard process of particle swarm algorithm is showed in Figure 3.

4.2 The realization of the optimization process

The particle swarm optimization algorithm need to solve the problem of the optimal drive parameter matching. Correspondingly, the following key questions should be solved.

(1) The construction of solution space

The control parameters that are to be optimized in the system have their own ranges. In order to ensure the diversity of particle, a group of numbers within the required interval is constructed randomly [6]. For example, \( x_1 \in [0.04, 0.1] \) so the construction of \( x_1 \) is described in formula (6).

\[ x_1 = 0.04 + \text{random}(0,1) \cdot 0.06 \] (6)

Through this method, the initial values are generated randomly which are on the interval of \((0, 1)\). And it also ensures the diversity of particle swarm.

(2) Handling of the constraint condition

In the process of iteration, since the individual
Fig. 3 the standard process of PSO learning and the adjustment of the particle swarm, and its own inertia, sometimes the motion of particle ranges over the given constraint. The position of particle is needed to be updated. The general processing method is that assigning the boundary position to the current of the particle. The unsuitable particles are removed by reducing the fitness value through the penalty function. Through this method, the constraints for frequency response are easily handled.

(3) The decision of operating parameters

The operational parameters of particle swarm optimization algorithm mainly include: the size of particle swarm M, terminated generations T, maximum velocity $V_{\text{max}}$, inertia weight factor $\omega$, accelerated factor $c_1$ and $c_2$, etc. Some parameters are decided as follows.

According to the experience, the size of the particle swarm is usually set to 20-40. In the paper is set to 40. And the terminated generations T is set to 50. Generally, the maximum velocity is set to 10%-20% of the interval. In this paper, $V_{\text{max}}$ is 10%. If the current velocity is bigger than the maximum, the current velocity is updated to the maximum. Inertia weight factor $\omega$ is 0.8 which describes the flight direction of particles. Considering that the accelerated factor is often set to 2-4, both $c_1$ and $c_2$ are set to 2 which respectively describe the weight of self-learning based on the individual memory and the weight of self-learning and relationship between the particles.

(4) The selection of fitness function

For the fitness calculation of each particle, considering that the value of objective function must be greater than zero based on the formula (1), and it belongs to the problem of searching the minimum value. Therefore, the fitness function is set as shown in following formula (7).

$$\text{fitness} = \frac{1}{1 + f(x)}$$  \hspace{1cm} (7)

The objective function value of excellent particle is small. Correspondingly, its fitness function value is large which can lead particle motion to the optimal solution.

(5) Hybrid particle swarm optimization algorithm based on roulette operator

As the iterative process in the early, search process tend to be controlled by a few super-particle whose fitness has the absolute advantage, if the problem of the objective function is multimodal, from a long-term perspective, such particles are not able to boot populations to the global optimum direction, so it is likely to cause the problem of premature convergence [7]. This article uses the objective function roulette selection, make the initial optimal individual selected as global extreme $P_g$ with a smaller probability, after calculating the results of objective functions of all particles randomly selected by roulette operator as $P_g$, the probability of particle $i$ selected is:

$$P[i] = \sum_j q[j] \quad \hspace{1cm} (8)$$

$$q[i] = \frac{f(x_i)}{\sum_{j=1}^M f(x_j)} \quad \hspace{1cm} (9)$$
4.3 Analysis of optimization results

As the selected optimization method and the operating parameters, the servo drive parameters are matched based on the particle swarm optimization. The optimization results are as follows.

(1) The distribution of the fitness function values of the particle for the initial particle group is showed in Figure 4.

(2) The distribution of fitness function values of the particle after 20 iterations is showed in Figure 5.

(3) The distribution of fitness function values of particles after 50 iterations is showed in Figure 6.

(4) The distribution of the fitness function value for the optimal solution in the process of 50 iterations is illustrated in figure 7.

The experiments show that the distribution of the fitness function value for the initial particles is dispersive and high random that means the diversity of particle swarm which is good for searching the optimal solution in figure 4. As shown in figure 5 and 6, the fitness function value of particle swarm tends to unity after 20 iterations. But there are still a small portion of the particles in local solution space. The fitness function value converges better and tends to be more stability basically after 50 iterations. Above all, particle swarm optimization algorithm has a good effect on solving the problem of parameter matching.

4.4 Experiment results

The final optimization results of the control parameters are shown in table 1 based on the analysis and experiments.

<table>
<thead>
<tr>
<th>Control parameters</th>
<th>X1/ (Nm/rpm)</th>
<th>X2/ (ms)</th>
<th>X3/ (V/A)</th>
<th>X4/ (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial solution</td>
<td>0.07</td>
<td>400</td>
<td>20</td>
<td>35</td>
</tr>
<tr>
<td>Optimal solution</td>
<td>0.048</td>
<td>465</td>
<td>14</td>
<td>220</td>
</tr>
</tbody>
</table>

5. Conclusions
Through repeated verification and the early experiment data, the experiment results show that hybrid particle swarm optimization algorithm based on roulette operator has better adaptability for the optimization of the drive control parameters, and well solves the contradiction between the stability and the rapidity of platform.
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